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Abstract- Performing regional language sentiment analysis, Marathi language emotion 
detection, and named entity recognition (NER) and emotional topic modeling on Marathi 
language text is of utmost importance for various reasons. Marathi, being one of the prominent 
languages spoken in India, encompasses a vast amount of textual data ranging from social 
media posts to news articles. The analysis of this data provides valuable insights into the 
collective sentiments, emotions, and significant entities that shape public opinion and 
discourse. Sentiment Analysis involves determining whether an input text is positive, negative 
or neutral as in polarity check. In the context of Marathi language text, sentiment analysis can 
be particularly advantageous for businesses to assess customer satisfaction, for politicians to 
comprehend public opinion, and for social researchers to study societal trends. The ability to 
automatically analyze sentiments aids in real-time monitoring and decision-making. Regional 
Language Emotion Detection analysis provides a general classification of text in seven 
different emotions defined in the language resources like dictionary, emotion detection delves 
deeper to identify specific emotions such as joy, anger, sadness, and surprise. For Marathi texts, 
this can enhance the understanding of how certain events or topics emotionally resonate with 
the population. For instance, media organizations can utilize emotion detection to tailor their 
content more effectively to their audience's emotional responses. Named Entity Recognition 
for Marathi language involves identifying and categorizing tokens as names of person, 
organizations, cities, animals and other significant terms within a text. In Marathi, NER can 
assist in structuring unorganized text data, making it easier to extract meaningful information. 
This is particularly valuable in news aggregation, automated reporting, and database 
management, where promptly identifying key entities can save considerable time and 
resources. Ensuring the precision of NLP tasks is of utmost importance. The evaluation of 
sentiment analysis, emotion detection, and NER models should be conducted rigorously using 
metrics like precision scores, recall factor and F1-score. To achieve high accuracy in Marathi 
text, it is crucial to create robust datasets and employ cross-validation techniques. By 
developing accurate NLP models in Marathi, we can bridge the digital divide and extend the 
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benefits of technology to non-English-speaking populations, promoting inclusivity. To 
performing sentiment analysis, emotion detection, and NER on Marathi text allows for better 
extraction, understanding, and utilization of the extensive and valuable textual data available 
in this language. Accurate NLP models in Marathi not only enhance user engagement and 
satisfaction but also facilitate informed decision-making across various sectors. 
Keywords—Natural Language Processing, Marathi Language Dataset, Regional Language 
Sentiment Analysis, Regional Language Named Entity Recognition, Regional Language 
Emotion Detection, Sentiment Analysis, Web Scrapping 
 
I. INTRODUCTION  
Natural Language Processing (NLP) has brought about a significant transformation in our 
interaction with written information. It has empowered us to derive meaningful insights and 
automate tasks that were once time-consuming. Within the realm of NLP, one crucial aspect is 
the analysis of sentiments, emotions, and named entities in text. This analysis provides vital 
information across various domains like business, politics, and social sciences. While there has 
been considerable focus on English language text, it is imperative to emphasize the need for 
extending NLP techniques to other languages, including Marathi. 
Marathi, being one of the prominent languages spoken in India, possesses a vast collection of 
textual data encompassing a wide range of genres, from social media posts to news articles. 
Analysing Marathi text presents both unique challenges and opportunities due to its distinct 
linguistic characteristics and cultural nuances. By performing regional language sentiment 
analysis, emotion identification, and named entity recognition (NER) on Marathi text, we can 
unlock valuable insights into the collective sentiments, emotional responses, and significant 
entities that shape public discourse and decision-making processes. 
A. Regional language Sentiment Analysis: 
Sentiment analysis plays an important stake in analysing the polarity of text, categorizing it as 
positive, negative, or neutral. In the case of Marathi text, sentiment analysis holds great 
potential for various stakeholders. Businesses can utilize sentiment analysis to assess customer 
satisfaction, monitor brand reputation, and adapt their marketing strategies accordingly. For 
politicians and policymakers, understanding public sentiment in Marathi text can inform their 
decision-making processes and help them establish stronger connections with constituents. 
Moreover, social researchers can employ sentiment analysis to examine societal trends and 
public opinion dynamics within Marathi-speaking communities. The ability to automatically 
analyse sentiments in Marathi text enables real-time monitoring and facilitates timely 
interventions in response to emerging trends or issues. 
B. Regional language Emotion Detection:  
While SA provides a general classification of text, emotion classification and identification 
goes further by identifying specific emotions such as joy, anger, sadness, and surprise. In the 
context of Marathi text, emotion detection adds a layer of detail to our understanding of how 
individuals emotionally respond to different events or topics. Media organizations can leverage 
emotion detection to personalize content and effectively resonate with their Marathi-speaking 
audience. By analysing emotional responses in Marathi text, content creators can customize 
their messaging to evoke desired emotional reactions and enhance audience engagement. 
C. Regional Language Named Entity Recognition (NER): 
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 Is a crucial task that involves the identification and categorization of tokens into animals, 
cities, people, organizations etc. In the context of Marathi language, NER plays a vital role in 
organizing unstructured textual data and extracting meaningful information from it. This is 
particularly beneficial for news aggregators and automated reporting systems, as NER helps 
efficiently identify and categorize relevant entities, streamlining the process of information 
retrieval and analysis. Additionally, NER facilitates effective database management by 
enabling rapid indexing and retrieval of information based on these key entities. In domains 
like healthcare and finance, accurate NER in Marathi text can greatly contribute to improving 
information retrieval systems and enhancing decision support mechanisms. 
D. Evaluation and challenges: 
The evaluation of NLP tasks, including sentiment analysis, emotion detection, and NER in 
Marathi text, is of utmost importance to ensure precision and reliability. Rigorous evaluation 
using measuring matrices like precision, recall factor, and F1-score is essential for accurately 
assessing the performance of NLP models. However, there are several challenges that need to 
be addressed. These challenges include data scarcity, linguistic variations, and domain-specific 
terminology, which pose significant obstacles in developing robust NLP models for Marathi 
text. High quality datasets can help improving on the overall performance of all the models. 
Performing sentiment analysis, emotion detection, and NER on Marathi text reveals the 
immense possibilities of the textual data present in this language. Precise NLP models in 
Marathi not only improve user interaction and contentment but also enable well-informed 
decision-making in different industries. By bridging the gap between digital resources and non-
English-speaking communities, we can foster inclusivity and empower diverse societies to 
leverage the potential of NLP for social, economic, and cultural progress. 
II. LITERATURE REVIEW 
The study, explores the intricacies of sentiment analysis on mixed code texts, specifically 
focusing on transliterated Hindi and Marathi. Mixed code texts, which incorporate multiple 
languages or scripts within the same text, are becoming more common in social media and 
informal digital communications. This poses significant challenges for NLP due to the absence 
of standardized spelling and the blending of languages. The paper seeks to tackle these 
challenges by developing a sentiment analysis system tailored for mixed code transliterated 
texts. With the proliferation of social media platforms, mixed code and transliterated texts have 
become widespread. Transliterated texts involve content where languages like Hindi and 
Marathi are written using the Roman alphabet instead of their native Devanagari script. This 
hybrid nature complicates NLP tasks, as current systems are mainly designed for monolingual 
or single-script inputs. The objective of this study is to establish an efficient models for 
analysing sentiments in such intricate text forms, commonly used in informal communication. 
The main goals of the study include: Creating a sentiment analysis system capable of handling 
mixed code texts in transliterated Hindi and Marathi. Assessing the performance of different 
machine learning algorithms in this particular context. To accomplish these objectives, the 
authors initially compiled a dataset consisting of mixed code transliterated Hindi and Marathi 
texts gathered from social media platforms. The pre-processing of this dataset involved several 
steps to ensure that the text was suitable for analysis: Normalization: Standardizing the text to 
address transliteration variations. Tokenization: Breaking down the text into individual tokens 
or words. After pre-processing, the authors utilized various machine learning algorithms to 
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categorize the sentiments conveyed in the texts. The mythologies explored by the scholars were 
Naive Bayes, SVM and Decision Trees, a model that makes decisions based on a tree-like 
structure of rules. Precision, recall and F1-scores were tested for this methodology. These 
metrics offer a comprehensive evaluation of the algorithms classify sentiments. SVM emerged 
as the most effective among the tested algorithms, achieving the highest accuracy in sentiment 
classification. Naive Bayes also displayed promising results, suggesting its potential usefulness 
in similar applications. The study concludes that sentiment analysis on mixed code 
transliterated texts using machine learning techniques is feasible. The results indicate that the 
developed system can accurately categorize sentiments in complex text formats, offering 
valuable insights for NLP applications in multilingual and transliterated contexts. The proposed 
approach can be customized for other languages and mixed code scenarios, enhancing the 
resilience and applicability of sentiment analysis systems [1]. 
The research study delves into the utilization of supervised learning algorithms for the 
classification of Marathi language documents. The authors highlight the difficulties associated 
with processing and organizing text in Marathi, a language that has not received as much 
attention in the realms of NLP and text classification. The increasing volume of digital data 
underscores the need for efficient text classification systems. While significant research has 
been carried out on text classification in major languages like English, regional languages such 
as Marathi have not been thoroughly explored. The experiment bridge this gap by assessing 
the effectiveness of various supervised learning techniques on Marathi text documents. The 
objective is to implement and compare diverse supervised learning algorithms for the 
classification of Marathi documents, in order to identify the most efficient algorithm based on 
accuracy and performance metrics. A dataset comprising Marathi documents was curated from 
multiple sources, including news articles, blogs, and online forums. TF-IDF was employed to 
transform the text data into numerical features suitable for machine learning. Various 
supervised learning algorithms were applied, such as Naive Bayes, Support Vector Machines 
SVM and k-Nearest Neighbours k-NN. The study revealed notable disparities in the 
performance of various algorithms. Naive Bayes, renowned for its simplicity and effectiveness 
in text classification, exhibited satisfactory results but was surpassed by SVM in terms of 
accuracy. SVM demonstrated the highest level of accuracy among the methods tested, 
indicating its suitability for Marathi text classification. On the other hand, k-NN, although easy 
to implement, exhibited lower accuracy compared to Naive Bayes and SVM. These outcomes 
shows the significance of selecting the appropriate algorithm based on the specific 
characteristics of the dataset and language. The study emphasizes the necessity for more 
comprehensive datasets and advanced NLP tools for Marathi in order to improve on the 
accuracy and reliability of classification models. The research showcases the effectiveness of 
supervised learning methods in classifying Marathi text documents, with SVM emerging as the 
most accurate algorithm. Future endeavours could concentrate on expanding the dataset, 
incorporating more sophisticated pre-processing techniques, and exploring additional 
algorithms and ensemble methods. The research establishes the foundation for further research 
and the development of text classification systems for Marathi, which can be extended to other 
underrepresented languages [2]. 
The research by Ratna Nitin Patil et al. explores the utilization of deep learning techniques to 
improve sentiment classification on restaurant reviews. In the digital era we live in, online 
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reviews hold significant influence over consumer decisions, particularly in the realm of 
restaurants. Hence, accurately analysing the sentiment conveyed in these reviews is essential 
for businesses to comprehend customer perceptions and enhance their services accordingly. 
The authors commence by emphasizing the importance of sentiment analysis in the restaurant 
industry and the challenges associated with conventional methods, which often rely on 
manually crafted features and shallow learning algorithms. They argue that deep learning 
models have exhibited promising outcomes in various natural language processing tasks, and 
propose their application to sentiment classification in restaurant reviews. To assess the 
effectiveness of deep learning models for sentiment analysis, the authors conduct experiments 
employing a dataset consisting of restaurant reviews. They pre-process the data through 
tokenization, elimination of stopwords, and conversion of text to lowercase to standardize the 
input. Additionally, they employ techniques such as word embedding to represent words in a 
vector space, which captures semantic relationships between words and enhances the 
performance of deep learning models. The authors experiment with different deep learning 
architectures, including CNNs, LSTMs, and combinations thereof, to compare their 
performance in sentiment classification tasks. CNNs are renowned for their ability to capture 
local patterns in data, making them suitable for text classification tasks. Conversely, LSTMs 
excel in capturing long-range dependencies in sequential data, which is crucial for 
comprehending the context in natural language processing tasks. The authors' experiments 
reveal that combining CNN and LSTM architectures yields better results in sentiment 
classification for restaurant reviews compared to using individual models. This hybrid model 
effectively captures both local patterns and long-range dependencies in the text data, leveraging 
the strengths of both CNNs and LSTMs. Additionally, the authors investigate the impact of 
hyper parameters checks on the performance of deep learning models. Furthermore, the paper 
discusses the significance of feature selection and dimensionality reduction techniques in 
improving the efficiency of deep learning models, especially when dealing with high-
dimensional text data. Techniques like Principal Component Analysis PCA and t-Distributed 
Stochastic Neighbour Embedding t-SNE are employed to visualize the learned representations 
and gain insights into the distribution of the data. This study demonstrates the effectiveness of 
deep learning models, particularly the hybrid CNN-LSTM architecture, in sentiment 
classification for restaurant reviews. By utilizing these models, businesses can extract valuable 
insights from online reviews to enhance customer satisfaction and improve their services. The 
authors also highlight the importance of feature engineering and hyper parameter tuning in 
optimizing the performance [3]. 
The study focuses on the crucial issue of code smell detection in software development, with 
the goal of improving on the ML classifiers' performance through swarm intelligence 
algorithms. Code smells serve as warning signs of potential problems or inefficiencies in 
software code, making early detection essential for maintaining code quality and ensuring 
software reliability and maintainability. The authors stress the significance of code smell 
detection in software engineering, underscoring its role in pinpointing problematic areas within 
codebases. Traditional methods of code smell detection often involve manual inspection or 
static analysis techniques, which can be lengthy and prone to errors, especially in large-scale 
software projects. Machine learning methods present a promising solution by automating the 
detection process, but they require efficient optimization for optimal performance. To tackle 
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this challenge, Jain and Saha suggest utilizing swarm intelligence algorithms to optimize 
machine learning classifiers for code smell detection. Swarm intelligence algorithms. By 
harnessing swarm intelligence principles, the authors aim to boost machine learning classifiers' 
performance and enhance their accuracy in identifying code smells. The research evaluates 
various machine learning classifiers, such as Support Vector Machines (SVM), Random Forest, 
k-Nearest Neighbours (k-NN), and Naive Bayes, optimized using three different swarm 
intelligence algorithms: Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), 
and Genetic Algorithm (GA). These classifiers are trained and tested on a dataset containing 
code metrics extracted from software projects, with labelled instances indicating the presence 
or absence of code smells. The results of the experiment show that machine learning classifiers 
optimized with swarm intelligence outperform their non-optimized counterparts in accuracy, 
precision, recall, and F1-score for detecting code smells. PSO stands out as the best performing 
swarm intelligence algorithm, consistently achieving higher accuracy and surpassing both 
ACO and GA across various classifiers. Additionally, the study compares the optimized 
machine learning classifiers with traditional static analysis techniques for code smell detection. 
The findings indicate that swarm intelligence-optimized classifiers outperform static analysis 
methods in accuracy and efficiency, demonstrating the effectiveness of the proposed approach 
in automating code smell detection and enhancing software quality. In summary, this research 
contributes to the software engineering field by introducing a new method for code smell 
detection using swarm intelligence-optimized machine learning classifiers. By leveraging 
swarm intelligence algorithms, this approach delivers superior performance compared to 
conventional methods, providing developers with a valuable tool to improve code quality and 
maintainability in software projects [4]. 
This research utilizes machine learning models and techniques to address the complexities of 
sentiment analysis in Turkish, a language renowned for its intricate morphological structure. 
The research employs a human annotated dataset consisting of 17,793 Turkish tweets 
pertaining to Turkish universities. This dataset plays a crucial role in training and validating 
the machine learning models. The primary contribution lies in the development of a hybrid 
architecture called BERT-BiLSTM-CNN. This architecture combines BERT, BiLSTM and 
CNN to enhance the performance of sentiment analysis. The BERT component handles 
contextual understanding, BiLSTM captures sequential dependencies, and CNNs are utilized 
for feature extraction. The proposed model achieves remarkable results, surpassing state-of-
the-art models in sentiment analysis, with an accuracy rate exceeding 91%, an F1 score of 88%, 
and a Receiver Operating Characteristic (ROC) of 96.32%. These metrics serve as evidence of 
the model's effectiveness in dealing with the linguistic intricacies of Turkish. The paper also 
presents a comparative analysis of various conventional machine learning classifiers (such as 
K-Nearest Neighbors, Naive Bayes, and Support Vector Machine) and deep learning-based 
models (such as LSTM and CNN). Consistently, the BERT-BiLSTM-CNN model outperforms 
these models, highlighting the advantages of the hybrid approach. By analyzing tweets, this 
study provides valuable insights into the public's perception of Turkish higher education. 
Educational institutions can utilize this information to enhance their services and engagement 
with the community. Furthermore, the methodology demonstrates the potential of social media 
analytics in evaluating public satisfaction across different domains [5]. 
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This study makes a significant contribution to sentiment analysis, especially for low-resource 
languages like Tamil. The authors present a unique multimodal representation learning model 
known as Shared-Private Multimodal AutoEncoder (SPMMAE). This model is designed to 
improve sentiment analysis by using shared-private projections of unimodal features, offering 
a comprehensive view of multimodal data. A new dataset, the Multimodal Sentiment Analysis 
corpus in Tamil (MSAT), has been developed specifically for research in low-resource 
languages, addressing the lack of resources for such languages. The SPMMAE model achieves 
state-of-the-art results on well-known datasets such as CMU-MOSI, CMU-MOSEI, and 
MELD, which are widely used benchmarks in multimodal sentiment analysis (MSA) and 
emotion recognition in conversation (ERC). The study demonstrates that cross-lingual transfer 
learning in a multimodal setting significantly enhances the performance of the MSAT dataset 
by 11%, showcasing the potential of cross-lingual techniques in improving sentiment analysis 
for low-resource languages. This research establishes benchmark results on the MSAT dataset, 
providing a valuable resource for future research. These benchmarks will facilitate the 
comparison and development of new models and methodologies in the field. This study 
introduces an innovative multimodal representation learning architecture tailored for sentiment 
analysis, particularly in low-resource languages. The creation of the MSAT dataset and the 
application of cross-lingual transfer learning significantly enhance the capabilities of sentiment 
analysis models, offering new benchmarks and improving the understanding of multimodal 
data in various linguistic contexts. The impressive performance of the SPMMAE model on 
multiple datasets highlights its strength and effectiveness [6]. 
 
III. METHODOLOGY 
Steps followed for the measuring performance of the traditional machine learning programs 
and models are as shown in the below natural language algorithm: 
A. Overview of the approach followed for the performance and evaluation checking 
1. Importing libraries 
2. Load the excel file 
3. Check if DataFrame is empty 
4. Translating the text and Calculating sentiment 
5. Evaluating the accuracy on testing and training set 
6. Generate a classification report and save results to new excel file 
7. Apply step 1-6 for the new excel report 
8. Generate classification report 
9. Plot the confusion matrix (using seaborn and matplotlib) 
10. Print results and confusion matrix 
 
B. The Detailed approach followed for the performance and evaluation checking 
1. Load Data: 
   - Use the pandas library to read the Excel file (`news.xlsx`) into a DataFrame. 
2. Sentiment Analysis: 
   - Begin with the sentiment analysis  
   - Iterate over each row of the DataFrame, translate Marathi text to English using the 
deep_translator library, and calculate sentiment using the initialized pipeline. 
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   - Add the predicted sentiment labels to the DataFrame. 
   - Save the DataFrame to a new Excel file (`sentiment_analysis_results.xlsx`). 
3. Evaluation: 
   - Load the results DataFrame (`sentiment_analysis_results.xlsx`). 
   - categorise the data into training and testing sets. 
   - Train a machine learning model (e.g., logistic regression, random forest) using the training 
set. 
   - Classification report 
   - Generate a classification report and confusion matrix using scikit-learn. 
4. Visualization: 
   - Use matplotlib and seaborn libraries to plot and save the heatmap for the confusion matrix. 
5. Technology: 
   - Utilize Python programming language. 
   - Employ libraries such as pandas, transformers, deep_translator, scikit-learn, matplotlib, and 
seaborn. 
6. Functionality: 
   - Data loading: pandas for loading and preprocessing. 
   - Sentiment analysis: transformers for sentiment analysis with pre-trained models, and 
deep_translator for translation. 
   - Evaluation metrics: scikit-learn for accuracy 
   - Visualization: matplotlib and seaborn for plotting confusion matrix and heatmap. 
7. Data Sources: 
   - Input: `news.xlsx` containing Marathi text and sentiment labels. 
   - Output: ̀ sentiment_analysis_results.xlsx` containing Marathi text, translated text, sentiment 
labels, and model predictions. 
8. File Formats: 
   Input: Excel format (`news.xlsx`). 
   Output: `sentiment_analysis_results.xlsx` 
9. Algorithm Flow: 
   - Load data from `news.xlsx`. 
   - Perform sentiment analysis and translation. 
   - Save results to `sentiment_analysis_results.xlsx`. 
   - Evaluate model performance. 
   - Visualize evaluation results with a confusion matrix and heat map. 
10. Execution: 
    - Implement the algorithm in a Python script or a Google Colab notebook. 
    - Execute the script to perform sentiment analysis, evaluation, and visualization. 

 
Figure 1 represents and demonstrates the detailed algorithmic approach for the sentiment 
analysis methodology for regional language of the state i.e. Marathi language dataset. 
 
Furthermore, a detailed classification report and confusion matrix are generated using scikit-
learn. The confusion matrix is visualized as a heatmap using the matplotlib and seaborn 
libraries. This structured approach to handling sentiment analysis and subsequent model 
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evaluation and visualization tasks is clearly illustrated through the flowchart, with arrows 
indicating the flow of the process and a clear segmentation into data preparation and model 
training stages. 
Furthermore, a detailed classification report and confusion matrix are generated using scikit-
learn. The confusion matrix is visualized as a heatmap using the matplotlib and seaborn 
libraries. This structured approach to handling sentiment analysis and subsequent model 
evaluation and visualization tasks is clearly illustrated through the flowchart, with arrows 
indicating the flow of the process and a clear segmentation into data preparation and model 
training stages. 
Furthermore, a detailed classification report and confusion matrix are generated using scikit-
learn. The confusion matrix is visualized as a heatmap using the matplotlib and seaborn 
libraries. This structured approach to handling sentiment analysis and subsequent model 
evaluation and visualization tasks is clearly illustrated through the flowchart, with arrows 
indicating the flow of the process and a clear segmentation into data preparation and model 
training stages. 
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Fig, 1. Detailed approach followed for measuring the accuracy and performance of the regional 
language sentiment analysis 
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IV. RESULTS AND DISCUSSION 
Two independent experiments were conducted on two different types of datasets, first one was 
performed on web scraped data and another one was conducted on the government official 
website dataset. 
 
A. Model Assessment for web scrapped Marathi language text dataset 
Figure 2 depicts the detailed classification report for the Marathi language web scrapped dataset 
and data items the below analysis is done on the basic of Figure 2. 
 
Data Division: 
Initial dataset shape: The dataset comprises 55 samples and 3 features. 
Training dataset shape: 44 samples are allocated for training purposes. 
Testing dataset shape: 11 samples are designated for testing. 
Number of training instances: Confirms the presence of 44 training samples. 
Number of testing instances: Confirms the presence of 11 testing samples. 
 
Model Accuracy: 
The model has achieved an accuracy rate of 36.36%. 
Classification Summary: scores ranging from 1 star to 5 stars). 
Precision: Reflects the proportion of accurately correct predicted instances against the total 
predicted positives. 
1 star: 0.75 
2 stars, 3 stars, 5 stars, Sentiment: 0.00 
4 stars: 0.50 
Recall: Indicates the ratio of correctly predicted positive instances to all instances in the actual 
category. 
1 star: 0.50 
2 stars, 3 stars, 5 stars, Sentiment: 0.00 
4 stars: 0.33 
F1-score: Represents the weighted average of precision and recall. 
1 star: 0.60 
2 stars, 3 stars, 5 stars, Sentiment: 0.00 
4 stars: 0.40 
Support: Denotes the actual frequency of occurrences of the category in the dataset. 
1 star: 6 
2 stars: 1 
3 stars: 0 
4 stars: 3 
5 stars: 1 
Sentiment: 0 
Overall Metrics: 
Micro average: 0.36 for precision, recall, and f1-score. 
Macro average: 0.21 for precision, 0.18 for recall, 0.17 for f1-score. 
Weighted average: 0.55 for precision, 0.36 for recall, 0.44 for f1-score. 
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These results suggest that the model's performance is relatively subpar, showing better 
accuracy in predicting "1 star" ratings but displaying weaker performance in other categories, 
especially those with limited data samples. This could be attributed to dataset imbalances or 
insufficient data for certain categories. 
 

 
Fig. 2.  Classification report of the models functioning on web scrapped Marathi language 

text dataset 
 
B. Model Assessment for web scrapped Marathi language text dataset 
We have used the Marathi language text as dataset from the government official website of 
Central Institute of Indian Languages (CIIL) and its department Linguistic Data Consortium 
for Indian Languages (LDC-IL) text corpora for the authentic data. The data contains 268 
sample size which contains various emotion based Marathi Language text items which we 
utilized for polarity check, sentiment analysis, emotion detection and Named entity 
recognition.  
 

 
Fig. 3. Sample data items from authentic CIIL Marathi language dataset 
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The dataset shown in the figure 3 is stored in the .xlsx format, the data items were initially 
downloaded in the Microsoft word document format from the government website. 
 

 
Fig. 4.  Identifying the positive, negative and neutral tokens from the authentic Marathi 

language dataset 
 
Various positive negative and neutral words are identified for the polarity analysis as 
represented in the Figure 4 above. 
 

 
Fig. 4. Classification of the bigrams and trigrams from dataset into positive, negative and 

neutral polarity 
 
Bigrams trigrams are identified and detected with proper classification techniques where in 
most frequently used words in pairs of two, three and all possible frequency are identified as 
represented in Figure 4. 
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Fig. 5. Independent prominent emotion detection for each data item 

 
Prominent emotions from the each data items are identified and highlighted as represented in 
Figure 5. Out of 7 present emotions the scores for all emotions were calculated and top most 
scored emotion is identified as the top emotion for that specific data item. The percentages for 
the same is also highlighted in the figure 5. 
 
Sentiment analysis and polarity check for the authentic Marathi language dataset was done and 
overall was it a positive or negative is highlighted as ‘text sentiment’. Bipolar classification 
was done as positive and negative as represented in the Figure 6. 
 
Data Loading and Initial Setup: The initial dataset was loaded from an Excel file named 
"sentiment_analysis_results(new_dataset4).xlsx". This dataset consisted of two columns, 
namely 'text' and 'sentiment'. 
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Fig. 6. Independent sentiment analysis of authentic dataset with training and test dataset 

 
Data Preprocessing and Splitting: The dataset underwent preprocessing to facilitate sentiment 
analysis and named entity recognition (NER). Additionally, the dataset was divided into 
training and testing sets using the train_test_split function.  

 
Fig. 7. Confusion matrix for the model accuracy and predictions 
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Program Overview and Explanation 
Library Installation: The necessary libraries were installed by executing the command "pip 
install pandas transformers deep_translator scikit-learn seaborn matplotlib". 
 
Sentiment Analysis: 
To perform sentiment analysis, the Hugging Face pipeline with the identifier "sentiment-
analysis" was utilized. The resulting sentiment labels were then added to the dataset. 
 
Named Entity Recognition (NER): 
The Hugging Face pipeline with the identifier "ner" was employed to carry out named entity 
recognition. The identified entities from the text were extracted and stored within the dataset. 
 
Manual Labeling and Validation: 
A subset of the dataset, comprising the first 50 rows, was manually labeled for sentiment. The 
labeled data was subsequently saved to a file named "manually_labeled_data.xlsx". 
 
Evaluation Metrics: 
The manually labeled data was loaded and divided into training and testing sets. The sentiment 
labels were encoded into numeric values to facilitate evaluation. 
 
Classification Report: 
Using the classification_report function from the sklearn.metrics library, a comprehensive 
report was generated. This report encompasses precision, recall, F1-score, and accuracy 
metrics. 
 
Confusion Matrix: 
By utilizing the confusion_matrix function from the sklearn.metrics library, a confusion matrix 
was created. This matrix was then visualized using the seaborn and matplotlib libraries. The 
Figure 7 represents the confusion matrix for polarity check 
 
Output Summary: 
A summary displaying the sizes of the dataset (total, training, and testing) was presented. 
Additionally, the accuracy, precision, recall, and F1-score were calculated. 
 
Confusion Matrix Visualization: 
The heatmap was used to visualize the confusion matrix, which displays the predicted 
sentiment labels compared to the actual labels. 
 
Explanation of Outcomes 
Dataset Sizes: 
Total Dataset: 269 samples 
Training Dataset: 215 samples 
Testing Dataset: 54 samples 
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The Python program successfully loads, preprocesses, and evaluates sentiment analysis and 
NER models on a dataset. It provides comprehensive evaluation metrics and visualizations to 
assess model performance. Adjustments can be made based on specific dataset characteristics 
and use cases. 

 
Fig. 8. Classification report scores for all emotion detection model and program 

The above classification report presented in Figure 8 is a summary of the sentiment analysis 
model's performance on different emotions, including precision, recall, F1-score, and support 
values. 
 

 
Fig. 9. Sentiment Analysis, Emotion Detection and polarity check of each data item for CIIL 

dataset 
 
The output shown in Figure 9 provided displays the outcomes of a sentiment analysis and 
emotion detection task conducted on a Marathi language text dataset. It showcases the 
distribution of emotions in percentage for each sentence and highlights the primary emotion 
along with its corresponding percentage. 
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Analysis in Detail: 
Emotion Percentages: 
The percentages of various emotions like "आनंद" (joy), "भय" (fear), "आ'य(" (surprise), "अवमान" 
(disrespect), "ितर0कार" (contempt), and "राग" (anger) are provided for each sentence. For example: 
- Sentence 0 displays the following emotion percentages: आनंद: 36.36%, भय: 18.18%, आ'य(: 
36.36%, अवमान: 9.09%, ितर0कार: 0.00%, राग: 0.00%. 
- Sentence 1 indicates आनंद: 9.09%, भय: 13.64%, आ'य(: 18.18%, अवमान: 22.73%, ितर0कार: 22.73%, 
राग: 13.64%. 
 
Primary Emotion and Its Percentage: 
The table below presents the main emotion for each sentence along with its respective 
percentage. For instance: 
- The primary emotion for Sentence 0 is "आनंद" with 36.36%. 
- The primary emotion for Sentence 1 is "ितर0कार" with 22.73%. 
 
Observations: 
1. Predominant Emotions: 
   - "आनंद" (joy) and "ितर0कार" (contempt) frequently emerge as the primary emotions in the 
dataset. 
   - Some sentences exhibit high percentages for "आनंद," indicating a prevalent positive 
sentiment in those texts. 
 
2. Emotion Distribution: 
   - The emotion percentages vary significantly among sentences, showcasing a wide array of 
emotions in the dataset. 
   - Certain sentences have zero percentages for specific emotions, suggesting the absence of 
those emotions in those sentences. 
 
3. High Emotion Uniformity: 
   - In numerous instances, a predominant emotion makes up a substantial part of the total 
emotional percentage, like "दःुख" (sadness) at 66.67% in a specific case. 
 
4. Data Balance: 
The distribution of emotions varies, which may affect the model's ability to accurately predict 
less common emotions. For instance, emotions such as "disdain" and "anger" have lower 
overall percentages, potentially resulting in underrepresentation in the model's predictions. 
 
5. Model Performance: 
The findings suggest that the model is capable of capturing and distinguishing between 
different emotions to a satisfactory degree. However, the precision and recall metrics from the 
previous classification report indicate areas that could be improved, particularly for emotions 
with limited support. 
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The sentiment analysis and emotion detection output for the Marathi language text dataset offer 
a comprehensive overview of the emotional composition of each sentence. While the model 
demonstrates reasonable performance in identifying the dominant emotion in many instances, 
further enhancements could be implemented to improve accuracy and achieve a balanced 
representation across all emotion categories. 
 

 
Fig. 10. Bar graph for emotion scoring and classification in the input Marathi text 

 
Fig. 11. Pie chart report for emotion detection of input Marathi text 

 
Figure 11 and Figure 10 depict the visual representations for the emotion detection and 
sentiment analysis for the Regional Language dataset, specifically Marathi text input data. The 
results obtained from Figure 10. However, collectively, these sentiments reflect the emotions 
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and sentiments found within the input dataset, which were determined through the process of 
training and testing data splitting. 
 
C. Named Entity Recognition for Marathi Language 
A dictionary was developed for the Marathi language, focusing on fundamental entities such 
as animals, cities, languages, subjects, and numbers. This dictionary is represented in Figure 
12. 

 
Fig. 12. Named Entity Recognition dictionary for Marathi language 

 
Fig. 13. Named Entity Recognition for Marathi language input text with dictionary based 

approach 
 
The output displayed in Figure 13 illustrates the fundamental process of Named Entity 
Recognition for Marathi language text. This process involves comparing each token with a 
dictionary specifically designed for Marathi, which contains regional values for animals, cities, 
numbers, capitals, languages, subjects, and famous personalities. 
 
D. Named Entity Recognition for Marathi Language 
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The algorithm used for the topic modeling of regional language is as depicted as shown in 
Figure 14: 
 
1. Import the dataset from an Excel file. 
2. Define a list of commonly used Marathi stopwords. 
3. Implement a function to remove stopwords and clean the sentences. 
4. Divide the dataset into training and testing sets. 
5. Instantiate and train a TF-IDF vectorizer on the training data. Convert the training and testing 
data into TF-IDF features. 
6. Perform model training with hyperparameter tuning. 
7. Make emotion predictions on the test set. 
8. Assess the model's performance using classification metrics. 
9. Preprocess and transform new sentences using the TF-IDF vectorizer. 
10. Utilize the trained SVM model to predict emotions for these new sentences. 
11. Develop a function to predict emotions for any new text input. 
 

 
Fig. 14. Topic Modeling for Marathi Language Text with TF_IDF and SVM 
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Fig. 15. Marathi language topic modeling predictions 

 
The predictions for the random input Marathi language sentence were performed by a trained 
model. This model was able to predict seven different emotions based on a dictionary of 95 
sentences for each emotion, as depicted in Figure 14. The accuracy achieved by the model was 
97%, as indicated in the classification report shown in Figure 15. It is important to note that 
the results may vary depending on the dialect and the limited vocabulary available for each 
emotion, which is a result of the model's limited capacity. 
 
V. CONCLUSION 
In our recent efforts to improve sentiment analysis for the Marathi language, we utilized two 
different methods: a dictionary-based approach using Marathi words and emotions as key-value 
pairs, and a corpus-based Marathi language dictionary for sentiment analysis covering seven 
emotions. Our polarity analysis has demonstrated satisfactory outcomes in categorizing 
positive, negative, and neutral words from the input text. Due to the Marathi language's limited 
resources and dataset, we have managed to identify various basic emotions from short 
paragraphs and extensive text files. Nevertheless, the current accuracy of our models remains 
relatively low. This is mainly attributed to the scarcity of precise Marathi words and their 
corresponding emotions, as well as the language's adaptability, subjectivity, and contextual 
variations in the input text. This scenario offers significant prospects for future improvements. 
Our strategy involves refining our analysis by carefully examining each word and its sentiment 
score. This will enhance the precision of our models and lead to improved performance across 
all sections of our evaluation framework. With current framework and machine learning model 
we have got 90% accuracy. The Named Entity recognition and the topic modelling approaches 
right now give satisfactory results and are not trained on huge datasets. In future we will try to 
train all the models with big datasets and more approximate inputs from the language experts 
to get more reliable and highly accurate results. 
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